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Abstract

Diabetic retinopathy is a severe eye dis-
ease that causes blindness and a�ects
most of the diabetic patients. The dis-
ease onsets without any symptoms and
when the patient notices minor di�culties
with vision, the retina can already be ir-
reversibly disrupted. Prevention can be
achieved by adopting regular eye checks,
which are time expensive. Various meth-
ods for detection of diabetic retinopathy
from fundus photographs have emerged,
with the best results achieved by the con-
volutional neural networks.

This bachelor's thesis tries to address
the task of diabetic retinopathy detection
using multiple approaches. A solution for
a single image classi�cation is developed
and then improved by several methods:
by using state of the art architectures
and methods, by blending the predictions
from both eyes of a person, by using un-
labeled data, by using additional input in
form of vessel segmentation masks and by
ensemble classi�cation.

The author discovered that the best re-
sults of single model can be achieved by
using the additional input and training on
unlabeled data. The best results of ensem-
ble were obtained by using a shalow neural
network architecture. The proposed en-
semble solution achieved a QWK score of
0.851 in the Diabetic Retinopathy Detec-
tion Challenge 2015, which is comparable
to the literature results.

Keywords: diabetic retinopathy,
convolutional neural networks, early
detection, blood vessel segmentation,
ensemble, pseudolabelling

Supervisor: prof. Dr. Ing. Jan Kybic
Biomedical imaging algorithms, FEE

Abstrakt

Diabetická retinopatie je závaºné onemoc-
n¥ní oka, které zp·sobuje slepotu a zasa-
huje v¥t²inu populace diabetik·. Navenek
se projevuje v¥t²inou aº v pokro£ilých
stádiích, kdy uº je oko nevratn¥ po²ko-
zeno. Prevencí jsou pravidelné kontroly,
které jsou v²ak náro£né na £as. Proto se
v posledních letech za£aly objevovat sys-
témy pro automatickou detekci diabetické
retinopatie ze snímk· sítnice. Nejlep²ích
výsledk· dosáhly metody pouºívající kon-
volu£ní neuronové sít¥.

Tato bakalá°ská práce prozkoumává me-
tody pro detekci diabetické retinopatie
za pouºití konvolu£ních neuronových sítí.
Nejprve je p°edstaveno základní °e²ení a
to je poté vylep²eno za pomoci nejmoder-
n¥j²ích architektur a metod; za pomoci
vyuºití korelací z obou o£í jednoho paci-
enta; za pomoci vyuºití neozna£ených dat;
za pomoci dodate£ného vstupu ve form¥
osegmentovaných masek cévního systému
a za pomoci souboru více sítí.

Autor zjistil, ºe nejlep²ích výsledk· p°i
vyuºití jednoho modelu je dosaºeno za po-
uºití dodate£ného vstupu ve form¥ oseg-
mentovaných masek a neozna£ených dat.
P°esnost detekce je dále moºné zlep²it vy-
uºitím m¥lké neuronové sít¥, která spojuje
predikce z více model·. Navrºené °e²ení
dosahuje v sout¥ºi Diabetic Retinopathy
Challenge 2015 skóre QWK 0.851, coº je
srovnatelné s výsledky popisovanými v
literatu°e.

Klí£ová slova: diabetická retinopatie,
konvolu£ní neuronové sít¥, v£asná
detekce, segmentace cév, ensemble, data
bez ozna£ení

P°eklad názvu: Detekce diabetické
retinopatie pomocí neuronových sítí
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Chapter 1

Introduction

Diabetic retinopathy is the leading cause of blindness in the working popu-
lation of the developed world. Linked closely to diabetes mellitus, it causes
structural changes in the retina, that lead to irreversible damage. As the
medical retinal exam has to be performed regularly among diabetic patients,
it is costly in terms of time and human resources.

Therefore, there has been a call for an automatic detection system, that
would automatically evaluate the retinal images and refer to the ophthalmol-
ogist only the a�ected patients. This could result in a faster diagnostics of
the patients and reduced workload of the medical sta�.

The task of this thesis is to develop a method based on deep convolutional
neural networks for solving the task of diabetic retinopathy detection from
digital colour fundus images of the retina, as de�ned by the Kaggle Diabetic
Retinopathy Detection challenge. A baseline solution is created and then
improved by the following techniques:

. using state of the art neural networks, optimisers and loss functions. correlation between the two eyes of the same person. using unlabeled data. using additional inputs such as blood vessel segmentation. ensemble classi�cation

The �nal solution is then evaluated in the related competitions.

The structure of the thesis is as follows: In Chapter 2, the medical back-
ground is introduced, describing the fundamentals of diabetes mellitus, the
eye and diabetic retinopathy. In Chapter 3, the related competitions and
dataset are introduced. Chapter 4 discusses the related work and state of
the art solutions. In Chapter 5, the theoretical fundamentals of the proposed

1



1. Introduction .....................................
techniques are introduced. Chapter 6 contains the proposed solution with its
description. In Chapter 7, the results of the proposed solution are presented.
In Chapter 8, the results and the proposed methods are discussed in more
detail. In Chapter 9, the author summarises the methods and suggests future
improvements.
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Chapter 2

Medical Background

This chapter contains the medical theory behind Diabetic retinopathy. In
Section 2.1, the Diabetes mellitus is described along with the pathogenesis
and classi�cation. After that, Section 2.2 outlines the general anatomy of the
eye and Section 2.3 provides a more focused summary of the retina. Section
2.4 then describes the Diabetic retinopathy, its epidemiology, signs, symptoms,
classi�cation, diagnostic tools, treatment options and prevention.

2.1 Diabetes mellitus

2.1.1 Pathogenesis

Glucose is a fundamental energy source in the human body. It is used by
all the organs, muscles, immune cells, or it may be transformed into more
complex structures by body metabolism.

Healthy adult utilises a collection of regulatory mechanisms that maintains
the levels of glucose in arterial blood on average between 4 � 5 mmol/l
during regular activity. The levels peak after food intake reaching up to 10
mmol/l and can fall to the levels around 3 mmol/l during physical activity or
starvation.

One of the essential glucose regulatory mechanisms is the insulin mechanism.
Insulin is a protein produced by the beta-cells of islets of Langerhans in
the pancreas. Releasing it into the blood causes glucose to enter the cells,
lowering the glucose concentration in blood. When the islets of Langerhans
are disrupted, the body cells lack their primary energy source � glucose - and
the body begins to be controlled by catabolic processes. These processes can
cause conditions like hyperglycemia, dehydration and acid-base imbalance
(shift of pH out of the normal range).

3



2. Medical Background..................................
Diabetes mellitus is a chronic metabolic disorder characterised by hyper-

glycemia caused by defects in insulin secretion and perception. Diabetes
mellitus is on a very steep rise, predicted to reach from an estimated 382
million in 2013 to 592 million by 2035 [1]. Diabetes may include many
complications, including macro- (stroke, infarct) and micro- (retinopathy,
neuropathy and nephropathy) -vascular diseases [2].

2.1.2 Classi�cation

. Type 1 is characterised by selective destruction of beta-cells, that leads to
a complete insulin de�ciency and life-long insulin treatment dependency.
Pancreas fails to produce any insulin at all, causing glucose to remain in
the bloodstream. The cause of beta-cells destruction is of autoimmune
origin and usually triggered in genetically susceptible individuals by a
viral infection (such as in�uenza viruses, rubella or herpes) [3].

. Type 2 is the most common. It is primarily characterised by insulin
resistance but may involve a partial decrease in insulin production by the
beta-cells. Body cells cannot adequately respond to insulin, and glucose
remains in the bloodstream. The primary cause of type 2 diabetes is
excessive calories intake, improper diet, little or no physical activity, stress
and smoking. In most cases, type 2 manifests at around 40 years of age
and the disease usually onsets slowly without any signi�cant symptoms.
Patients may or may not have to take medical insulin treatment [3], [4].

2.2 The eye

The human eye is a complex organ that allows vision. It measures approxi-
mately 22 to 27 mm in diameter and 69 to 85 mm in circumference [5]. The
organ itself is protected by the orbits. Orbits are pair structures in the skull
that protect the eye itself as well as the optical nerve, the ocular muscles and
the lacrimal apparatus (tear production). Each orbit is comprised of seven
bones. [6]. The motion of the eye is facilitated using six extraocular muscles,
and the focusing is provided by three intrinsic muscles. The blood supply is
provided by a branch of the internal carotid artery [5]. The eye anatomy is
depicted on Figure 2.1 and can be divided into three layers:

2.2.1 Outer layer: protective function

. sclera - Comprised of collagen �bres, it is a non-transparent white
protective outer layer [6].

4



....................................... 2.2. The eye

Figure 2.1: Eye anatomy, source [7].

. cornea - The cornea is a thin transparent �brous complex structure.
Aside from its protective function, the main function is to refract light
[6], and it cooperates with the lens to produce a reduced inverted image
[8].

2.2.2 Medium layer: nutrient function

. iris - The coloured part of the eye, it controls the amount of light entering
the eye � if there is too much light, the iris closes the pupil [9].

. ciliary body - Contains ciliary muscle, that directly controls the lens.

. lens - The lens is a transparent optical element that allows focusing light
onto the retina.

. choroid - A thin layer that contains most of the vessels inside the eye.

2.2.3 Inner layer:

. vitreous humour - Clear, gelatinous �uid �lling the eye cavity [9].

. optic nerve - A bundle of more than a million nerve �bres that allow
transmitting neurological signals from the retina to the brain [9].

. and retina, with its sensory function.

5



2. Medical Background..................................
2.3 Retina

The retina is a thin transparent structure, which function is primarily to
provide the photosensitive receptors. It is composed of 10 layers [6] and its
thickness di�er from 0.1 mm to 0.5 mm. It is adhesive to the inner eyewall
(choroid and retinal pigment epithelium) [10].

There are two types of photosensitive receptors:

. cone cells - Are responsible for colour vision, need bright light, there are
about 6 million of them [11].. rod cells - Are used for recognising contrasts, work better in dim light �
92 million cells, 100 times more sensitive to a single photon than cones
[12].

When looking through at the retina using the ophthalmoscope (Figure 2.2),
we can distinguish the following structures [6]:

. optic disc - A bright spot, where the arteries enter, and veins and nerves
leave the retina.. macular area with fovea and foveola - It is the area of the high-acuity �
the supportive vision cells (bipolar cells and ganglia cells) are de�ected,
letting the light to reach directly the cone cells allowing for very sharp
and focused vision [8].. nasal and temporal blood vessel arcades - Thinner being the arteries,
wider being the veins.

2.3.1 Diabetic Eye Diseases

Diabetes mellitus can cause various kinds of complications in the eye, collec-
tively called the diabetic ophthalmopathy [13] Under the term complications,
there are diabetic retinopathy, diabetic maculopathy, rubeosis of the iris,
secondary glaucoma, complicated cataract, diabetic neuropathy of cerebral
nerves supporting ocular muscles, diabetic neuropathy of optic nerves. From
the above mentioned, the most dangerous is diabetic retinopathy [13].

2.4 Diabetic retinopathy

Diabetic retinopathy (DR) is the most common microvascular complication
of diabetes [14].

6



................................. 2.4. Diabetic retinopathy

Figure 2.2: Schematic sight through the opthalmoscope, source [?].

It is a typical chronic progressive microvascular diabetes complication and
the most common cause of blindness of patients in the productive age in the
developed world [6]. It is caused by long-term hyperglycemic levels in small
retinal vessels and capillaries and triggers structural and functional changes
in the retinal cells [15].

2.4.1 Epidemiology

The number of diabetic patients is on a sharp rise [6]. In the Czech Republic,
more than 858 thousand people were su�ering from diabetes mellitus, from
which 95 100 people with diabetic retinopathy, and from which 2 267 were
blind because of the illness, as of 2016 [16]. Around the world, it is a�ecting
approximately 4.2 million people worldwide. The number of Americans
su�ering from DR is estimated to reach 16.0 million by 2050, with vision-
threatening diabetic retinopathy a�ecting an estimated 3.4 million of them.
DR is a signi�cant public health burden with direct medical costs accounting
for 492 million USD, in addition to lost time and wages associated with
receiving care [8].

7



2. Medical Background..................................
2.4.2 Symptoms

Patients report various levels of symptoms while su�ering from DR. This is
caused by the fact, that unless the macula is degraded, the patient might not
notice any subjective symptoms. The most common symptoms are [16]:

. blurred or distorted vision, that complicates reading, watching TV. problems with balance. increased sensitivity on light. troubles seeing in the dark

2.4.3 Clinical signs

Clinical signs (depicted on Figure 2.3) include:

. microaneurysms: Small circular red lesions in the retina, represent
vascular leakage, early signs of DR, not visually threatening, generally
resolve within 3 to 4 months.. retinal haemorages: Heamorages in di�erent layers of retina, can be of
di�erent sizes and shapes.. hard (lipid) exudates: Yellow irregular shaped lesions with sharp edges,
represent lipids and protein depositions. When accompanied by retinal
thickening, represent a feature of diabetic macular edema, usually around
the macula.. cotton-wool spots (soft exudates): White lesions with faded edges, repre-
sent nerve �bre layer infarct, usually around the optic disc, the sign of
retinal ischemia [8].. Intraretinal microvascular abnormalities (IRMA): Abnormal branching or
dilation of existing blood vessels, can either be caused by the generation
of new vessels or by remodelling of the existing ones [17].. macular edema: Disturbance of the blood-retinal boundary produces
leakage of plasma into the retinal tissue and swelling. It can set in in
any DR stage and may result in the detachment of the retinal wall [8].. venous beading: Dilated, irregular, tortuous veins, a non-speci�c sign of
retinal ischemia.. neovascularisation: An abnormal proliferation of new blood vessels.
These vessels can grow into the vitreous cavity in�icting obscured vision
and may result in vitreous haemorrhages.
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................................. 2.4. Diabetic retinopathy

Figure 2.3: Some clinical signs of DR, source [19].

. vitreous haemorrhage: Bleeding into the vitreous cavity [18].

. �brosis and retinal traction chages: Irreversible changes in the retinal
structure, may result in a complete retinal detachment [6].

2.4.4 Retinopathy Trends

Type 1 Diabetes

DR is a�ecting 80 � 100 % patients. It is usually not detected when the
patient is diagnosed with Type 1 DM, but after 20 years, 99 % of patients
have the DR diagnosis.

Patients with Type 1 diabetes tend to present with capillary narrowing
causes ischemia and hypoxia of the retina, followed by the neovascularisation.
These new vessels are fragile and can easily burst and bleed (vitreous haem-
orrhage), causing blurred vision and eventually blindness due to �brosis and
retinal detachment.

Type 2 Diabetes

DR can be present at the time of Type 2 DM diagnosis. After 15 years,
around 58 � 85 % of patients develop DR. [3, 4]

Instead of ischemia, type two diabetes is mostly seen occurring in the
retinal background, causing microaneurysms and creation of macular edema,
which is the most frequent cause of vision impairment (see Figure 2.4) among
Type 2 diabetic patients [15].

9



2. Medical Background..................................

Figure 2.4: Comparision of human vision of a healthy person and a person
su�ering from diabetic retinopathy, source: [20].

2.4.5 Hypertensive retinopathy

- DR is very often mistaken for a similar disease Hypertensive retinopathy
(HR). As with DR, HR is identi�able by the cotton-wool spots, retinal
haemorrhages, and vessel abnormalities. On the other hand, HR does not
display microaneurysms and hard lipid exudates and can be distinguished
from DR by the Arteriovenous nicking (a phenomenon where the small retinal
veins and arteries begin to cross and bulge) [6].

2.4.6 DR Classi�cation

According to the international classi�cation, we classify DR into two stages �
non-proliferate and proliferate, with each stage having its subclasses according
to the severity and seriousness. The critical distinction separating NPDR
and proliferative DR (PDR) is the presence of ocular neovascularisation. [8]
Diabetic macular edema can be present at both of the stages and have its
type.

. Non-proliferate diabetic retinopathy (NPDR):. mild NPDR � microaneurysms, retinal haemorrhage, venous beading. moderate NPDR - + hard exudates, cotton-wool spots, venous
changes in the macula. severe NPDR - + IRMA, advanced retinal ischemia, haemorrhage
in deeper retinal layers. Proliferate/proliferative diabetic retinopathy (PDR):. mild PDR � neovascularisation of the retina and optic disc. high-risk PDR � neovascularisation on the iris
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. advanced PDR � detachment of the retina, intravitreal haemorrhage,
neovascular glaucoma [6].

2.4.7 Diagnostics

Early diagnostics is crucial for slowing down the disease and preservation of
the vision and even though vision loss avoidance relies on early detection [8].
There are the following options for DR diagnostics:

The eye exam for diabetic retinopathy is to be always done in arti�cial
mydriasis (applying eye drops to widen the pupils)[6], as is it proven to reduce
the proportion of ungradable photographs from 26% to 5% [21]. There are
several exams:

Fundus photography

Baseline technique, a specialised slit lamp is used to take a picture of the
fundus. It consists of optical and illumination part. The optical part enables
the doctors to see the retinal tissue with up to 40x magni�cation. The lamp
also features a camera, which enables to také a retinal image. [22]. Currently,
there are state of the art ultrawide-�eld colour fundus cameras, that can
capture over 80% of retinal surface in a single image. [2]

Optical coherence tomography (OCT)

This method uses low-coherence light to provide 1D, 2D or 3D macular cross-
section image. It is commonly used to analyse the thickness of the retina to
diagnose DME or retinal detachments [8].

Fluorescein angiography

A technique that provides a view at the retinal vessels, enabling microa-
neurysm detection and neovascularisation [8].

B-scan ultrasonography

A rapid and non-invasive technique used with preretinal or vitreous haemor-
rhage, where the retina cannot be visually examined [23].
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2.4.8 Treatment

Generalised treatment consists of hyperglycemia, hypertension (high blood
pressure) and hyperlipidemias (high lipid levels) compensation [24]. When
initiated early on, it can serve as long-term protection for all diabetic patients.
When the disease progresses, there are several options available:

Pharmacological approach

Currently focuses on the development of drugs that prevent or delay the
appearance of diabetic retinopathy. Many of the approaches provide intensive
control of glycemia levels in patients with a risk of DR development. [25]
Modern clinical trials also show the bene�t of using anti-VEGF (anti vascular
endothelial growth factor) injections at treating the advanced DR stages,
where vision loss is already present [2].

Laser therapy

The golden standard in managing DR. The therapy is focused on photocoag-
ulation using a laser beam. Most commonly, an argon laser with wavelengths
around 500 nm is used. A coherent laser beam is absorbed by pigment cells in
the retina and cause the coagulation. Typically it is used outside of macula
to eliminate neovascularisation [26].

Chirurgical therapy

The procedure called �vitrectomy� allows for the removal of vitreous haem-
orrhages, laser coagulation and macular edema treatment. It is often used
when the laser therapy fails or in the advanced stages of proliferate DR. [26]

2.4.9 Prevention

Optimal care can be achieved by a systemative active screening, multi-
disciplinary cooperation and early treatment. Currently, in the Czech Re-
public, asymptomatic diabetic children are screened every year and when
the disease onsets, screening period shortens to 3-6 months [6]. However, in
other countries like India, most general ophthalmologists lack the necessary
equipment to detect diabetic retinopathy in its crucial early stages, when the
disease is most sensitive to treatment [27], and there is a growing need for an
automated screening [28]. Such screening reduces the grading workload of
the sta� [ 29], expands the number of people in the screening programmes,
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and outperforms the speci�city and sensitivity for moderate and worse stages
of DR [30].
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Chapter 3

Problem statement

This chapter �rst introduces the Kaggle competitions in general and then
focuses on the related challenges. There are three related competitions, the
Diabetic Retinopathy Challenge 2015 is in Section 3.1, the APTOS 2019
Blindness Detection is in Section 3.2 and the ISBI 2nd Diabetic Retinopathy
Challenge in Section 3.3.

Each of these sections describes �rst the competition, then the dataset
provided and then it provides the summary of the participants' methods.

Section 3.4 describes an extra dataset that was collected by the author of
this thesis.

Kaggle competitions

Kaggle is a platform for data science competitions [31]. One of them, Diabetic
Retinopathy Challenge [32] is the base of this thesis. However, there are also
other related competitions.

3.1 Diabetic Retinopathy Challenge - 2015

This competition ran from 17.2.2015 to 27.7.2015. The task was to create an
automated system for DR detection. Among other rules, the use of external
data was not permitted. The only permitted dataset were retinal images
provided by EyePACS, a free platform for retinopathy screening.

Team size was not limited. Photos have been mostly obtained with undi-
lated pupils and provide di�erent views at the retina. The main arguments
favouring undilated pupils are the reduction of time required and greater
patient acceptability [ 33]. There is one image per eye and two images per
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3. Problem statement..................................
Severity Label Number of training

images
Number of testing
images

No DR 0 25810 (73.5%) 39533 (73.8%)
Mild 1 2443 (7.0%) 3762 (%)
Moderate 2 5292 (15.0%) 7861 (14.7%)
Severe 3 873 (2.5%) 1214 (2.3%)
Proliferate 4 708 (2.0%) 1206 (2.3%)

Table 3.1: Distribution of the EyePACS dataset

patient (left and right eye).

In total, 660 teams have participated, and score leaderboard has been
published. Public leaderboard, that evaluated performance on 20% of the
test data, was available during the competition. Private leaderboard, that
evaluated performance on 80% of the test data, was available only after
the submission deadline. The �nal positions were based on the private
leaderboard.

In the private leaderboard, the winner obtained QWK score of 0.849570.
The total average score of all the participants was 0.159833. As a lot of the
submissions reached very low QWK, a �lter has been added to account only
the participants with QWK above 0.10. This criterion was ful�lled by 236
teams and the average score of these teams was 0.426682 with a standard
deviation of 0.211659. Histogram of the participants' scores is available in
Figure 3.2.

3.1.1 Dataset

EyePACS is the largest, publicly available dataset [34]. It was composed by
EyePACS, a free platform for retinopathy screening as part of the Kaggle
competition. A clinician rated the severity of DR in each of the images on a
scale from 0 to 4. The dataset consists of 35 126 training images (35.3GB
of size) and 53 576 testing images (53.7GB of size). The images are labelled
using the 5-level classi�cation (No DR, Mild DR, Moderate DR, Severe DR
and Proliferate DR). Both training and testing labels have been released.
Sample images can be seen in the Figure 3.1.

Even though the dataset is highly imbalanced, the distribution of the
severity classes is similar for the train and test dataset (see Table 3.1).

Fundus photographs have been taken in di�erent hospitals using di�erent
cameras. Therefore the photos have di�erent resolutions, from 400x289px to
5184x3456px (see Figure 3.3).
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Figure 3.1: Sample images from the data. Upper two rows and bottom two
rows contain data from the same patient (left and right eye).

As reported by Islam et al.[35] and Gao et al.[36], the images indeed vary
in quality and contain artefacts.

To explore the relationship between the severity of two eyes, heatmap has
been created (see Figure 3.4).

3.1.2 Summary

After closing of the competitions, the users were encouraged to publish their
methods on the competition website [32]. The following is a summary of their
posts.

1st place

Competition winners rescaled the pictures to the size of 300x300px, subtracted
the local average colour and clipped the retina to 90% size to remove the
boundary e�ect. The augmentations used were random scale, random rotation
and random skew. The architecture consisted of three convolutional networks
with fractional max-pooling. After that, class probabilities and metadata
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3. Problem statement..................................

Figure 3.2: Histogram of the results of the participants of the Diabetic Retinopa-
thy Detection 2015.

Figure 3.3: Distribution of photos resolutions in the training dataset (left) and
test dataset (right) of the EyePACS dataset. Bar lines around the plot represent
the count of particular width/height.

(probability of the person's other eye severity, size of the original images, a
variance of the original images, the variance of the preprocessed images) were
used as the input for random forest. The �nal prediction was obtained by
averaging the probability distributions of multiple tests and thresholding.
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Figure 3.4: Heatmap of a patient DR severity of both eyes in linear (left) and
logarithmic (right) scale.

2nd place

The team on the 2nd place resized the images to sizes 512, 256, 128px
and applied rotation, translation, scaling, stretching and Krizhevsky colour
augmentation. The architecture consisted of convolutional and dense layers
followed by leaky recti�er units. L2 weight decay and L2 loss function were
applied. Training started with resampling such that all classes were present
in equal fractions, then gradually decreased the balancing after each epoch to
arrive at �nal resampling weights of 1 for class 0 and 2 for the other classes.
The optimiser was SGD with Nesterov momentum (0.9) with a �xed learning
rate schedule over 250 epochs. Batch size 24 to 48 for large networks and
128 for the smaller ones was used. Per patient blend was also used � the
authors extracted mean and standard deviation of RMSPool layer for 50
pseudorandom augmentations for three sets of weights (best validation score,
best kappa, �nal weights) for net A and B; then standardised all features to
have zero mean and unit variance and used them to train a small network
with L1 regularisation in the �rst layer and L2 regularisation everywhere else.
The blending network used was Adam optimiser, L2 loss and the model was
trained for 100 epochs. The output values were then thresholded.

3rd place

The team on the 3rd place used images from size 384 to 1024 and applied
random a�ne transformations, cropped, �ipped, rotated and scaled the
images to the desired model input size. The model used was an ensemble of
9 convolutional networks. Pre-Lu weight initialisation helped trained models
with large numbers of layers. The participant reported that the key to success
was the use of larger images and blending information of both eyes.
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3. Problem statement..................................
5th place

Participant on the 5th place used images of size 512 and applied a variety of
transformations - cropping, colour balance adjustment, brightness, contrast,
�ipping, rotating and zooming. Some classes were oversampled to get a more
uniform distribution of classes in batches; however, somewhere in the middle,
oversampling stopped, and images were sampled from the true training set
distribution. The models used SGD and Nesterov momentum for almost
100k iterations. The loss function was a combination of continuous kappa
loss together with the cross-entropy (log) loss. The author ensembled a few
models using the mean of their log probabilities for each class, converting
these to normal probabilities in (0, 1) again and using weighted probabilities
to apply the ranking procedure to assign labels. The participant proposed
to split the image into four (or sixteen) non-overlapping (or only slightly
overlapping) squares parallel and then combining these representations. How-
ever, this did not seem to work. In the solution, the author also tried spatial
transformation layers with the intention to use some coarse input to direct
the attention to some parts of the image in higher resolution, but training
this total architecture end-to-end was incredibly di�cult. This participant
also reported, that camera artefacts seem to be fairly common. In the end,
the pseudolabelling approach was adopted, which helped to push the score
of a single model. The author also reported that most errors came from
predicting class 0 when it really was class 2.

3.2 APTOS 2019 Blindness Detection

This competition ran from 27. 6. 2019 to 5. 9. 2019 and the task was the
same as with the 2015 competition. The rule was to compete in a maximum
team size of 5. The competition was sponsored by Aravind Eye Hospital &
PG Institute of Ophthalmology.

In total, 2929 teams have participated, and score leaderboard has been
created. Public leaderboard, that evaluated performance on 20% of the
test data, was available during the competition. Private leaderboard, that
evaluated performance on 80% of the test data, was available only after
the submission deadline. The �nal positions were based on the private
leaderboard.

In the private leaderboard, the winner obtained QWK score of 0.936129.
The total average score of all the participants was 0.787760. As some of the
submissions reached very low QWK, a �lter has been added to account only
the participants with QWK above 0.10. This criterion was ful�lled by 2715
teams and the average score of these teams was 0.849887 with a standard
deviation of 0.126608. Many participants reported, that the results from
the public leaderboard were very di�erent to the results from the private
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Severity Label Number of training images

No DR 0 1805 (49.3%)
Mild 1 370 (10.1%)
Moderate 2 999 (27.3%)
Severe 3 193 (5.3%)
Proliferate 4 295 (8.1%)

Table 3.2: Distribution of the APTOS dataset

leaderboard. Histogram is provided in Figure 3.5.

3.2.1 Dataset

Aravind Eye Hospital in India released a dataset as a part of the APTOS 2019
Blindness Detection competition [37]. It composes of 3662 training images
(12.0GB) and 1928 testing (2.4GB) images. Only the training labels have
been released. Multiple attempts have been made to obtain the test labels
but with no success. Neither the organisers nor the top participants were
willing to share the labels.

The imbalance of this dataset is not as signi�cant as in the case with the
EyePACS (see Table 3.2), the resolution of the images is similar. There is
one image per eye, two images per patient (left and right eye).

3.2.2 Summary

The participants were also encouraged to publish their methods on the website
[38]. The following is a summary of their methods.

1st place

Winning team place applied no preprocessing, just resizing. Augmentations
consisted only of horizontal �ip to reduce running time. The class imbalance
was not treated in any way. The model used was an ensemble of 8 models
(2x InceptionResnetV2 image size 512px, 2x InceptionV4 image size 512,
2x Seresnext50 image size 512, 2x SeresNeXt101 image size 384). For the
last pooling layer, the author found the generalised mean pooling (used the
default p=3 as initial value) better than the original average pooling. The
�rst stage consisted of training on the training dataset, while in the second
stage, models were trained using the pseudo-labelled (soft) test dataset. Loss
used was SmoothL1 loss optimised with the Adam optimiser. The outputs of
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3. Problem statement..................................

Figure 3.5: Histogram of the results of the participants of the APTOS 2019
Blindness Detection.

the ensemble were averaged and thresholded with optimised levels (0.7, 1.5,
2.5, 3.5) to get the �nal score.

2nd place

Competitor scoring on the 2nd place used image sizes 300, 460 and 456px
and applied a variety of transformations from the Albumentations library
[39] � blur, �ip, random brightness and contrast, shift, scale, rotate, elastic
transform, transpose, grid distortion, hue saturation value, CLAHE and
coarse dropout. Model ensembled multiple E�cient-nets (B3 image size 300,
B4 image size 460, B5 image size 456). The blending was done by a simple
mean. The author also adopted pseudo labelling approach of the test data.

4th place

Fourth place was won by a researcher, that cropped the images to sizes 224,
240, 256, 320, 352 and 376px and applied the following transformations:
dihedral, random crop, rotation, contrast, brightness, cutout, perspective
transform and CLAHE. The author reported that large models on high-
resolution were much more likely to be over�tting. He, therefore, used small

22



3.3. ISBI - The 2nd Diabetic Retinopathy � Grading and Image Quality Estimation Challenge - 2020

Severity Label Number of training
images

Number of valida-
tion images

No DR 0 532 (44.3%) 174 (43.5%)
Mild 1 139 (11.6%) 46 (11.5%)
Moderate 2 232 (19.3%) 92 (23.0%)
Severe 3 (17.8%) 68 (17.0%)
Proliferate 4 72 (6.0%) 20 (5.0%)

Table 3.3: Distribution of the ISBI dataset

model for high resolution and large model for low resolution, namely E�cient-
nets: B7 (image size 224), B6 (image size 240), B5 (image size 256), B4 (image
size 320), B3 (image size 352), B2 (image size 376). The �nal submission was
trained on the full 2015 dataset for 25 epochs.

3.3 ISBI - The 2nd Diabetic Retinopathy �
Grading and Image Quality Estimation Challenge -
2020

This competition ran from 25. 10. 2019 to 25. 3. 2020. It contained three
sub-challenges, from which the Sub challenge 1 was selected as the task was
similar to the 2015 and 2019 competitions. The di�erence was that the retinal
fundus images were wide-range, and two photos per eye were provided, each
from a di�erent angle.

There have been 26 participants with a top QWK of 0.930.

3.3.1 Dataset

This dataset was gathered between 2014 and 2017 in di�erent locations across
China and was released as part of the ISBI - The 2nd Diabetic Retinopathy
� Grading and Image Quality Estimation Challenge [ 40]. The authors have
extracted 2000 regular fundus images from 500 patients (2 images per eye, 4
images per patient - one with the optic disc at the centre and another one
with the fovea at the centre).

The images have been divided as follows:

The attempt has been made to obtain the test labels, but the organisers
argued the test photos might be used in another competition in the near
future and therefore cannot be given to the public.
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3. Problem statement..................................
The images have a resolution of 1956x1934 pixels and are stored as jpg

images.

3.3.2 Summary

After the competition deadline, an online session was held to allow participants
to present their methods publicly. The following is a summary of that session.

1st place

The team from Shangai Jiao Tong University (China) used image sizes from
288px to 674px (mostly 384), no special preprocessing was done. The trans-
formation list comprised of the only �ip, rotate and brightness adjustments.
The team adopted a regression approach on E�cientsNets B5, B3 and B1
with GeM Pooling. Models were pretrained on ImageNet and Kaggle DR
dataset, �netune on DeepDR, only use feature extractor and reset FC layer
when �netune. The training was done with SmoothL1 loss AdaMod optimiser
and Cosine LR scheduling with warm restarts. The evaluation used 5-fold
Cross-Validation. As the dataset consisted of two photos per eye, the blending
of the eyes was adopted by averaging the score of two images and applying
thresholds (0.55, 1.55, 2.4, 3.18).

3rd place

The team from VUNO company, South Korea used images with input size
1024x1024px and assembled all the available datasets. When labels were
not present in the 5 categories, they used pseudo labels. The images were
normalised into (0,1) range and underwent a battery of transformations: ran-
dom �ip, a�ne transformation (rescale, shear, translation, rotation), image
perturbation (colour contrast, brightness, sharpness, RGB shift, Gamma),
noise (blur, ISO noise, Gaussian Noise, JPEG compression and sun �are),
elastic transformation, grid transformation and downsampling. The archi-
tecture used was E�cientNet B4 with optimised with SGD with Nesterov
momentum and �xed learning rate. The loss function consisted of L1 loss.
The �nal model was an ensemble of 10 models with optimised thresholds and
max(img1, img2). Source code is available publicly [41].

5th place

5th place was achieved by a team from Beihang University (China). They
used input sizes from 512px to 800px, removed the black side of the image
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Severity Label Number of images

No DR 0 0 (0.0%)
Mild 1 1 (20.8%)
Moderate 2 21 (39.6%)
Severe 3 0 (0.0%)
Proliferate 4 21 (39.6%)

Table 3.4: Distribution of the VFN dataset

and randomly applied from three to twelve of the following transformations:
random contrast, histogram equalisation, invert, rotate, posterise, solarise,
SolarizeAdd, random colour, random contrast, random brightness, sharpness
shear, ShearY, CutOutAbs, TranslateXabs, TranslateYAbs. The architecture
used was E�cientNetB7 with a Generalised Mean pooling layer. The loss
function was a cross-entropy loss, optimiser SGD with warmup. The team
adopted a blending network for the two images of the same eye using a FC
layer with a dropout (0.5).

7th place

7th place won the joint team of the University of Bournemouth and ETS
Canada. They adopted a classi�cation approach. Architectures used were
Resnet50 and Resnetx50. Loss function was a combination of a base loss (did
not specify) and a cost-sensitive cross-entropy loss. The training started on
the Kaggle EyePacs dataset while heavy oversampling the minority classes
and then �nished on the 2020 dataset.

3.4 VFN

In cooperation with the Eye Clinic at General University Hospital in Prague
(VFN), namely prof. Heissigerova (Head of Clinic) and Kovacova MD, an
anonymised dataset was obtained for the purposes of this thesis.

It contains 53 images of the retina (see Table 3.4). This is the only
dataset that has images obtained with dilated pupils. The images have been
photographed using either standard 20-50 degree-view ophthalmoscope or a
CLARUS ultra-wide�eld retinal camera and the images are not paired to a
patient.

The No DR class lacks images as the laboratory is a nationwide centre for
Diabetic Retinopathy and concentrates patients already diagnosed elsewhere.
The Severe class lacks because the methodology adopted by VFN requires
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3. Problem statement..................................
�uorescein angiography and patient medical history to con�rm this stage of
the disease.

3.5 Other

There are also other DR related datasets, such as Messidor, IDRiD or ODIR.
However, many of these have di�erent DR severity levels (binary, 4-level),
are unlabeled or appear in small portion and therefore were not put into
consideration.

26



Chapter 4

Related work

This chapter summarizes the past attempts to solve the automatic detection
problem. Section 4.1 describes the progress made in the computer vision
research, listing multiple authors chronologically. Where available, the results
and techniques of the authors were described. After that, Section 4.2 reports
the commercially available systems for the detection of diabetic retinopathy.

4.1 Computer vision research

One of the �rst to propose the neural networks for the DR detection was
Gardner et al. (1996) [42], who used neural networks to classify small patches
of the original image. An ophthalmologist was then required to classify the
patches for features, and the output was fed into the SVM.

In 2000, Ege et al. [43] proposed the use of Bayesian classi�ers and k-nearest
neighbours for DR detection.

Acharya et al. (2008) [44] and Adarsh et al. (2013) [45] adopted �ve-class
classi�cation using SVM and calculated the size of areas of di�erent DR
signs such as haemorrhages, micro-aneurysms, exudate and blood vessel.
Roychowdhury et al. (2014) [46] used a two-level model with a Gaussian
mixture model (GMM), kNN, and support vector machine (SVM). However,
these types of approaches had the disadvantage of utilising a limited number
of features.

After the major success of Alex Krizhevsky et al., who won the ImageNet
Large Scale Visual Recognition Challenge in 2012 [47], the attention has
shifted towards the Convolutional Neural Networks (CNNs).

Prat et al. (2016) [48] used 5,000 validation images, resized them to
512x512px, applied colour normalisation and several transformations (random
rotation 0-90 degrees, random horizontal and vertical �ips and random
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Figure 4.1: Confusion marix summarizing score of Prat et al., source [48].

horizontal and vertical shifts). They used a convolutional neural network.
The network was initially pretrained on a small piece of the dataset and
then �netuned it on the full dataset � used Stochastic gradient descent with
Nesterov momentum. The results achieved are summarized in the Figure
4.1. They reported low sensitivity, which they accounted for model failing to
detect particular features from the mild and moderate classes. Also identi�ed
the issue of images ungradability, as more than 10% of the data did not
comply with the UK standards.

Islam et al. (2018) [35] used image sizes 512x512px and 448 x 448px.
They rescaled the images, mapped the local average colour to 50%, clipped
the images to 90% size to remove the boundary e�ects and applied various
transformations (rotation, shearing, �ip, zoom, crop). They also normalised
each channel to have zero mean and unit variance over the dataset. Proposed
architecture consisted of a base network consisting of 8.9 million parameters,
optimised by SGD Nesterov momentum. L2 regularisation was applied. The
batch size was 16. Islam et al. also took the features from the last max-pooling
layer as input features for a blending network. This network blended the
features for both eyes leading to a signi�cant improvement. The network used
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Figure 4.2: Various quality of images from the EyePACS dataset, source [35].

a regression approach, and the outputs were thresholded (0.5; 1.5; 2.5; 3.5).
The dataset used was EyePACS. Authors mention �The dataset also contains
artefacts, out of focus, too bright, and too dark images.� (see Figure 4.2.
Their methodology was to perform two binary classi�cation for early-stage
detection experiment: sick (grades 1, 2, 3, 4) vs healthy (grade 0), and low
(grades 0, 1) vs high (grades 2, 3, 4). They obtained better results using the
low-high DR classi�cation approach.

Gulshan et al. (2018) [49] used Binary classi�cation (detection of moderate
or worse stages of DR). The evaluation was performed on a local dataset
from India and the reported performance was equal to or exceeded manual
grading.

Voets et al. (2018) [50] tried to replicate the main method from the article
Development and validation of a deep learning algorithm for detection of
diabetic retinopathy in retinal fundus photographs, published in JAMA [ 51]
and used Messidor-2 [52] to evaluate. Unfortunately, he not come close to
the reported AUC of 0.99. However, their experiments show that training by
normalising the images to a [-1, 1] range gave the best results for this replica-
tion. The input size was 299x299px the architecture used was InceptionV3
with a RMSProp optimizer [ 53]. They used ensemble learning by training
10 networks on the same data set and using the mean of the predictions
of the ensemble to compute the �nal grade. They found out that 19.9% of
the EyePacs dataset images are ungradable, and assumed possible, that the
algorithm could learn from features for ungradable images. On the other
hand, they also tried training by excluding non-gradable images, but the �nal
performance has not increased,

Gao et al. (2019) [36] reported that the available datasets di�er signi�cantly
in their annotation and quality. His approach classi�ed the images into 4
levels of severity and used data from the local hospitals in Sichuan Province
(China).

Li et al. (2019) [54] proposed to replace the max-pooling layers with
fractional max-pooling in order to derive more discriminative features for
classi�cation. The output vector was combined with the image's metadata
and used as input for a support vector machine (SVM) classi�er. The primary
dataset was EyePACS. Li et al. classi�ed the images into into �ve categories.
Furthermore, they designed a handy app called �Deep Retina�, which could
automatically také a picture thru the ophthalmoscope and evaluate the DR
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severity.

Sarki et al. (2019) [55] used the data from the Messidor and Kaggle;
the transformations used included cropping, resizing, rotating and mirror-
ing. Sarki used in total 13 Convolutional Neural Networks architectures,
pre-trained on large-scale ImageNet, with a mini-batch size of 32. Binary
classi�cation (no DR/mild DR) was performed with ResNet50 and RMS prop
optimiser.

Sahlsten et al. (2019) [56] proposed a novel approach, adopting only a
small fraction of images, but in much higher resolutions. They used data from
a Finnish provider DigiFundus. For the highest resolution (2095x2095 pixels),
the architecture used was Inception-v3 with mini-batches of size 15. The
learning took 40 days of consecutive model training. Their results con�rm
the good performance of high-resolution classi�cation, on the other hand, the
high resolution only did binary classi�cation, and the time consumed was
enormous.

Gonzales et al. (2020) [57] also used a custom made dataset called DR-AMD,
which was collected in three di�erent European medical centres (Sweden,
Denmark, Spain). Their �nal approach consisted ensemble of two state-of-
the-art CNN architectures.

Hemath et al. (2020) [58] used the Messidor dataset [59]. Proposed the use
of employing both HE and CLAHE [60] techniques within image processing
for each channel. The image size was reduced to 150 x 225 pixels. The model
had eight layers.

Tymchenko et al. (2020) [61] found out that labelling schemes are incon-
sistent between datasets, and therefore decided to use the largest dataset to
pretrain the CNNs. The augmentations of the images included horizontal
�ip, vertical �ip, transpose, rotate and zoom). The method proposed use
of several approaches on how to deal with DR detection � as a classi�ca-
tion problem, as a regression problem, and as an ordinal regression problem
Main training consisted of the use of Focal Loss [62] for classi�cation head,
binary Focal Loss [62] for ordinal regression head and mean-squared error
for regression head. The optimiser was Recti�ed Adam optimiser [?], with
cosine annealing learning rate schedule [63], weight decay [64] and dropout.
Also, they penalised overcon�dent predictions by using label smoothing [65]
The �nal prediction was obtained by ensambling 3 encoder architectures
working at di�erent resolutions: E�cientNet-B4 (380x380px), E�cientNet-B5
(456x456px) [66], SE-ResNeXt50 (380x380px and 512x512px) [67].

They scored 54 of 2943 competing methods (QWK score of 0.925) in the
APTOS 2019 Challenge.
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